
Lesson 012 
Expected Values
Friday, October 6



If you bet $100 on a coin toss, 
what do you expect to happen?



If you flip a coin 100 times, how 
many heads do you expect to 

observe?



Expected Value

•The expected value is the average 
of a probability distribution.

•Also referred to as the expectation.


•For a random variable, , this is 
denoted .
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Connection to Sample Mean

{1,2,2,3,7} p(x) =
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0 otherwise



Connection to Sample Mean

X ∼ p(x) ⟹ E[X] = 3



Connection to Sample Mean

E[X] = (1)P(X = 1) + (2)P(X = 2)+
(3)P(X = 3) + (7)P(X = 7)

= (1)p(1) + (2)p(2)+
(3)p(3) + (7)p(7)
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Expected Value

•For  we get





•In general .

X ∼ p(x)

E[X] = ∑
i

xip(xi)

E[X] ≠ x







Properties of Expectations

•For  and a function , we get





•In general .

X ∼ p(x) h

E[h(X)] = ∑
i

h(xi)p(xi)

E[h(X)] ≠ h(E[X])



Expectations of Linear Functions

• If , then




• Example:  is temperature in Celsius, . Then 


h(X) = a + bX

E[h(X)] = a + bE[X]
T F = 1.8T + 32

E[F] = 32 + 1.8E[T]







Variance

•Recall that the sample variance was 
the sample average of squared 
deviations from the mean.

•The population variance or variance 
of a distribution is the analogous 
quantity, with expectations.



Variance

•For  we get




•This is  for .


X ∼ p(x)

var(X) = E [(X − E[X])2]
E[h(X)] h(X) = (X − E[X])2

var(X) = E[X2] − E[X]2







Properties of Variance

•For  and a function , we get




• In general .

X ∼ p(x) h

var{h(X)} = E [(h(X) − E[h(X)])2]
var{h(X)} ≠ h(var(X))



Variance of Linear Functions

• If , then




• Example:  is temperature in Celsius, . Then 


h(X) = a + bX

var{h(X)} = b2var(X)
T F = 1.8T + 32

var(F) = 3.24 ⋅ var(T)





Known Distributions

• If  then


 and 

• If  then


 and 

X ∼ Bern(p)

E[X] = p var(X) = p(1 − p)
X ∼ Geo(p)

E[X] =
1
p

var(X) =
1 − p

p2


